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Introduction

Logging is an essential software component that helps to investigate security

incidents and keep audit trails.

Having a properly configured logging setup is often a mandatory compliance

requirement.

Poor logging configurations can create a significant overhead and decrease overall

performance.
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Available Log Sources

DHIS2 audit logs

DHIS2 application logs (Tomcat)

Database (Postgres) logs

Reverse proxy (Apache, Nginx) logs

OS system logs (journald on recent Linux systems)
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Logging in DHIS2

By default, DHIS2 regular logs are written to a plain text file

Logging configuration is flexible and can be done either through dhis.conf file or

dedicated log4j2.xml.

Log4j framework supports various destinations, including local files, remote

syslog servers, Apache Cassandra or Kafka, ZeroMQ, and many more.

What architecture should we choose?

3



Challenges

Various formats (unstructured plain text, structured key-value pairs, JSON)

We need to combine logs from different sources to get comprehensive

information
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Logging Architecture
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Technology Stack

OpenSearch - a database and a dashboard (an open-source replacement of

ElasticSearch and Kibana)

Vector - a lightweight, ultra-fast tool for building observability pipelines (also

open-source, developed by Datadog)
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User Interface
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Security Alerts
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Deliverables

Reference DHIS2 setup with custom logging configuration:

https://github.com/dhis2-sre/dhis2-specimen

Reference Central Logging Console setup with dashboards:

https://github.com/dhis2-sre/dhis2-console
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Thank You

Q&A / Feedback
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